
a similar claim as does the rejection of the hypothesis

H0 : mA1
¼ mA2

; yet, the variance contrast might be substan-

tial when the usual mean difference is undetectable. In

either case, one can claim that the locus A is either directly

associated with the trait or that it is a marker associated

via correlation with an unobserved factor, B. When po-

tential confounding due to population stratification is

not an issue, the latter case leads to a standard claim that

there is a nearby causal locus B correlated with the marker

A via LD.

A practical question remains: How do we distinguish

a genuine flip-flop from a statistical artifact? Our analysis

shows that the underlying mechanism of a flip-flop is

a change in the AB haplotype frequencies or, in the case

of a zero-LD flip-flop, in the allele frequencies of B between

populations. Examples can be constructed where both the

allele frequency of the observed variant as well as the pop-

ulation prevalence of the trait (M $ P) remain the same

across populations, despite the flip-flop. Nevertheless,

these are contrived situations that take place only at spe-

cific values of the four haplotype frequencies. Thus,

a flip-flop is usually accompanied by a change in the pop-

ulation prevalence and in the case of a nonzero LD, by

a change in the frequency of the observed variant as

well. There would be a higher confidence that the flip-

flop is genuine in those cases where studied populations

are of distinct ancestry, with evidence of allele-frequency

differences at many loci. In addition, we suggest that in

the case of a quantitative trait, the allelic-variance contrast

can be examined. This contrast can be informative even at

the flip-flop point, where no allelic effect can be detected.

If normality of the trait can be assumed, the variance con-

trast provides an independent evidence that the studied

variant has a genetic involvement, either as a LD proxy

for causal variation or as a part of a functional unit. A

significant allelic-variance contrast in both samples that

exhibit a flip-flop may serve as an additional evidence for

a genuine genetic association. Statistical tests for compari-

son of allelic and haplotypic variances will be detailed in a

subsequent paper.
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Response to Zaykin and Shibata

Opposite directions of association of the same allele with

disease in different populations (i.e., the flip-flop phenom-

enon) complicate the interpretation of association find-

ings. We recently reported that variation in linkage dis-

equilibrium (LD) or interlocus correlation in the context

of multilocus effects may lead to flip-flop associations.1

In the current issue of the Journal Zaykin and Shibata

report that the flip-flop phenomenon may also be ob-

served when there is constant LD, even without interactive

multilocus effects, or when there is no LD for certain inter-

active disease models.
796 The American Journal of Human Genetics 82, 794–800, March
Zaykin and Shibata show how a flip-flop can occur in the

case of constant LD with an example in which the frequen-

cies of two haplotypes (i.e., A1B2 and A2B1) are switched in

two populations, resulting in the same level of LD, but a re-

versal of the effect of allele A1 in the two populations. This

occurs because the effect of A1 is a weighted sum of the

haplotype effects over alleles at the B locus. The weights

change in the two populations with different haplotype-

frequency configurations. This example represents a special

case in which haplotype frequencies differ significantly

but LD remains the same. This may be the exception rather

than the rule when haplotype frequencies diverge. Nev-

ertheless, this example correctly demonstrates that it is

differences in haplotype-frequency configuration, not
2008



necessarily LD itself, that give conditions in which a flip of

allelic effects can occur. It is important, even if estimates of

LD measures are the same, to examine the distribution of

haplotype frequencies in different samples with apparent

flip-flop effects.

As a second case, Zaykin and Shibata consider loci in

linkage equilibrium. They show how certain configura-

tions of haplotypes penetrances can give rise to a flip-

flop when there is an unobserved variant whose allele fre-

quency varies in different populations. This results when

the effects at the observed locus (A) and unobserved locus

(B) interact such that the effect of A1 may be revessed

depending on whether it is on the B1 or B2 background.

This example highlights our point that failure to account

for other interacting variants can produce ambiguous asso-

ciation results at the observed locus under question,1 and it

shows that this can happen even without LD.

Zaykin and Shibata’s study and our study have given ev-

idence-based explanations for the controversial phenome-

non of flip-flop associations. They demonstrate that failure

to account for multilocus differences in samples can lead to

legitimate flip-flops in a variety of scenarios. However,

neither of these two studies has attempted to provide a de-

finitive explanation for the flip-flops because such a phe-

nomenon can stem from various reasons, ranging from

genotyping errors to genomic complexity. Still, the lesson

is consistent: Genomic context is important. We need to
Optimal Two-Stage Testing
for Family-Based Genome-wide
Association Studies

To the Editor: A recent paper1 in the Journal addressed the

important issue of hypothesis testing for family-based ge-

nome-wide association studies of quantitative traits. The

authors discuss the optimal use of the two sources of infor-

mation (between and within2,3) available with family-

based samples and recommend the use of a ‘‘screening’’

step, followed by a ‘‘testing’’ step.1,4,5 By drawing an anal-

ogy with two-stage studies, in which independent samples

are used rather than between and within components,

we show here that statistical power is always greater with

a single (‘‘total’’ or ‘‘joint’’) test than with a ‘‘screening’’

approach. Furthermore, Ionita-Laza et al.1 propose a

rank-based weighting scheme for use with the ‘‘screening’’

approach, but such an approach fails to take into account

the magnitude of the evidence for association in the

between-component test. An approach based on the total

test (with the between component controlled for popula-

tion stratification) should provide greater power than an

approach simply based on ranks.

Ionita-Laza et al.1 focus on the ‘‘conditional power,’’

a statistic derived from simulations that use the parental

The
interpret associations in the context of differences in hap-

lotype structure that occur in different populations or as

a result of sample heterogeneity. Furthermore, the effect

of one locus on disease risk may be inconsistent or missed

completely if we fail to examine it jointly in the context of

other known disease variants. These examples help to

emphasize the key point that ‘‘no gene is an island.’’
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genotypes and the offspring phenotypes but not the off-

spring genotypes.4,5 It is worthwhile clarifying that the

‘‘conditional power’’ uses the same information as the

between-family test—for the between component, the pa-

rental genotypes are used for calculating a coding that

summarizes the information contained in the parents. In

the simplest case, association is tested by regression of off-

spring quantitative trait on this coding. In Abecasis et al.,3

the coding is based on a ‘‘genotype score,’’ where for geno-

type 11, 12, or 22, the genotype score is �1, 0, or 1, respec-

tively. The between coding, bi, where i indexes each family

in the data, equals the average of the genotype score of the

parents. If the parents are unknown, coding based on the

offspring can be used. The within component is based on

the deviation of each offspring from the between compo-

nent and by construction is orthogonal (independent) to

the between component. Specifically, the within coding,

wij, equals gij � bi where gij is the genotype score of off-

spring j in family i. The information used for the within-

component test is the offspring phenotype and the off-

spring genotype conditional on the parents genotype.

Programs such as QTDT3 and PLINK6 offer a within-only

test of association, as well as a total test of association

(i.e., between plus within). An explicit between-only test

is offered in PLINK.

Because the between and within components are inde-

pendent, the question is then how best to use these two
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